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ABSTRACT 

It is estimated that merely 4% of the world’s population reside on US soil. Remarkably, 43% of the entire 

population of prominent websites are hosted in the United States (Fig. 1). Even though most data content on 

the Web is unstructured, the US government has had big contributions in producing and actively releasing 

structured datasets related to different fields such as health, education, safety and finance.  

Aforementioned datasets are referred to as Open Government Data (OGD) and are aimed at increasing the 

structured data pool in conjunction with promoting government transparency and accountability. In this 

paper, we present a new system “OGDXplor” which processes raw OGD through a well-defined procedure 

leveraging machine learning algorithms and produces meaningful insights.  

The novelty of this work is encompassed by the collective approach utilized in developing the system and 

tackling challenges. First by addressing arising challenges due to data being collected and aggregated from 

heterogeneous sources that otherwise would have been impossible to acquire as a comprehensive unit. 

moreover, classification and comparisons are drawn on a much finer level that we refer to as zone level. 

Zones are the areas encompassed and defined by zip codes and are seldomly used in classifying and extracting 

insights as presented here. OGDXplor facilitates comparing and classifying zones located in different cities 

or zones within an individual city.  

The system is presented to end-users as a web application allowing users to elect zones and features relevant 

to their use case. Results are presented in both chart and map formats which aids the decision-making process. 

 

Figure 1: Top 100 web hosting countries with respect to the top 1 million influential websites. 
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1 Introduction 
Publishing Open Government Data (OGD) has been a growing subject of interest among governments within 

the last decade. The US is considered the largest influential country in producing data on the Web (followed 

by Germany hosting only 8%)[14]. It is estimated that the use of OGD when developing applications and 

services can yield $3 trillion in income across global economy [16]. This would yield better decision-making, 

trend-recognition and prediction of future events [16].  

Providing access to OGD promotes the involvement of citizens within their low and high-level governments. 

In addition, it affirms the transparency and accountability of said governments. Nonetheless, when it comes 

to OGD, the datasets are usually burdened with weaknesses whether in regards to its completion, accuracy 

or conforming to a unified form of publication. The release of such datasets does not guarantee the availability 

of means to interpret, visualize and analyze this data. Although federal and state governments within the 

United States contribute extensively to the body of open data [20], the datasets remain inadequate in 

facilitating critical decision-making processes. Moreover, due to the existence of various data sources and 

the absence of a regulating body for open government data, accuracy and conformation challenges arise.  

In this paper, we present a new approach exploiting OGD and machine learning algorithms aiming at 

producing a user-friendly application OGDXplor enabling users to gain insights from the datasets. First, data 

is collected from multiple sources and dataset weaknesses are addressed. Next, irrelevant features are 

eliminated, and data is aggregated and clustered based on relevant features. Finally, the system features 

include clustering zones and cities based on relevant features acquired from feature selection. Results are 

presented to the user in easy-to-follow formats aiding decision making and insight extraction. Those insights 

will enable users to learn more about different zones and cities comparing data related to health, education, 

safety, and more.  

The paper is organized as follows, in section 2 we discuss the related work and the different challenges faced 

when dealing with OGD. In section 3, our approach in tackling those challenges, system flow and methods 

used are discussed. In section 4, evaluation of OGDXplor’s accuracy and results of the system are presented. 

Finally, in section 5, we conclude the paper. 

2 Related Work and Challenges 

2.1 Related Work 

Even though the open data concept is relatively immature [20], there has been an abundant number of research 

applications based on open data sources. Moreover, the movement towards utilizing OGD expanded when 

hundreds of national and local governments started releasing OGD portals [20]. In [21], researchers discuss 

utilizing “open-access satellite data” in the field of biodiversity research. Open data is transformed by 

applying different techniques and extracting meaningful information from raw input. In addition, numerous 

research opted to gathering datasets from a variety of commercial “non-government” sources optimizing the 

benefits of analysis and visualization of data [10][12]. Nonetheless, most of the literature is fixated at 

explaining the open data initiative, its advantages and disadvantages, and how beneficial it could be if adapted 

in the right manner [9][6][8][16][2]. On the other hand, we seldom come across a system that is built on 

heterogeneous OGD gathered from diverse government agencies and structured into a meaningful system. 

One project to be highlighted is Data USA [5] in which researchers gathered OGD and implemented a 

visualization system for extracting facts about areas in the US. Data USA utilizes a collection of datasets 

from varying government sources to create one comprehensive website that delivers a user-friendly 

application where the use of the data is optimized [1].  

Although it introduced a solution to the existing problem with multi-source open datasets [8], Data USA does 

not provide pattern recognition in similarities between multiple cities/zones, future possible occurrences, and 

recommended actions for decision-makers. In OGDXplor on the other hand, we introduce a system model 



 3 

that utilizes both heterogeneous OGD and machine learning techniques in extracting meaningful insights, 

recognizing patterns among cities and zones and facilitating the decision-making process. 

This submission version of your paper should not have headers or footers, Baldassare (2000). It should remain 

in a one-column format—please do not alter any of the styles or margins. 

2.2 Challenges 

OGD portals offer huge potential when it comes to insightful understanding of the trends behind the data 

enabling an informed decision process. Unfortunately, while obtaining and processing raw OGD, several 

challenges arise with respect to the data collection process, understanding the meaning of the data in question, 

and processing heterogeneous data through the same pipeline. These challenges are summarized in figure 2.  

In the following sections, we focus on discussing the most commonly faced challenges and their implications. 

 

Figure 2: Challenges associated with collecting OGD especially from heterogeneous sources. 

2.2.1 Lack of Common Data Models. 

One of the most occurring challenges is the lack of common data models. As a result of the multi-source data 

collection process, data models are recognized to be very inconsistent from source to source. For example, 

when collecting crime data released by Los Angeles city and Chicago city data portals, we identify the 

inconsistency in organization and formatting. Data is labeled differently and organized based on different 

features and properties. Both datasets cannot be combined seamlessly without manual alteration.  

Moreover, inconsistency in entity representation is another common challenge. We can look at the crime 

datasets from both Kansas City and Chicago to immediately recognize that inconsistency. Even though both 

datasets are concerned with public safety and crime information, we notice the vast difference of entity 

(represented by a row) interpretation in those datasets. In the Chicago crime data, each entity involves 

information about the case number, primary type, data and description of a crime. In this case, that 

information implies that each entity represents a crime. On the other hand, in Opendata KC, each entity is 

described by information such as involvement, race, sex and age, which in return implies that each entity 

represents a person involved with a crime (whether a suspect or a victim). 

Finally, each source has different release period for each dataset where, for example, one source could release 

data every year grouped by month while the other releases every quarter grouped by location.  

2.2.2 Missing Data. 

Another frequently occurring problem is missing data. Whether it is the result of insufficient knowledge 

about a specific feature or simply human error when entering data, missing information does not only impair 

the full understanding of the information provided, but also hinders the ability to infer and predict future 

trends in an unbiased fashion. Insufficient information can occur while generating or entering the data. For 

example, there are cases where zip code information was not attainable when entering data resulting in entries 
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such as 99999, 00000 or XXXXX as the zip code value. In addition, incomplete knowledge when the data 

was being generated results in leaving out attribute values that appear as missing data in published dataset. 

3 Our Approach 
Initially, datasets are collected from heterogeneous sources such as local governments and privately-owned 

businesses. In order to address datasets’ issues, it is crucial to first handle each dataset separately. During 

which, we address missing data and the abundance of irrelevant features using feature extraction. Afterwards, 

datasets are collectively aggregated and merged to generate a coherent dataset that describes a wide range of 

features. Finally, clustering the cities and zipcode areas (i.e. zones) based on similarities depending on 

features that can be specified by end users. An overview of OGDXplor is visualized in figure 3. In this 

section, we discuss in depth, the process and the approach. 

 

Figure 3: OGDXplor system overview. 

3.1 Data Collection and Preparation  

In order to establish a solid foundation of the system, datasets are collected from OGD portals with good 

documentation and consistency in release periods. These collected datasets (Table 1) play a great role 

providing the system with feature that will be useful to end users. Datasets collected from the department of 

energy (https://energy.gov/) mainly contained information regarding the rates of utility companies within 

proximity of a city or a zip code. Those included investor and non-investor owned companies in addition to 

the service type and commercial/industrial/residential rates.  

Moreover, datasets collected from the department of education (https://www.ed.gov/) were comprehensive 

nationwide statistics about colleges and universities in the US. That information includes more than 7800 

colleges and encompasses more than 40 attributes regarding each college. From the department of agriculture 

(https://www.agriculture.gov/), we collected datasets which included information regarding areas and nearby 

farmer’s markets nationally. This information can be an important factor in many decisions such as area to 

live or start a local produce market or restaurant.  

The department of treasury (https://www.treasury.gov/) provides valuable information regarding taxes filed 

by tax payers nationwide. This information includes counts of all individually/joint filed taxes, number of 

dependents, in addition to other data all mapped to zip code areas in the US. Finally, datasets collected from 

the department of defense (https://www.defense.gov/) included information about the residency of military 

personnel within the US. This dataset also provides information about age/gender/racial demographics of the 

enlisted recruits.  All collected data is in tabular form. Data is transformed into JSON format for its flexibility 

preparing for aggregation based on zip codes. 
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Table 1: Data sources and brief description of content. 

Data source Time 
period 

Number of 
attributes 

Number of 
entries 

Brief Description of content 

Department of Energy 2014-2015 9 34k+ Information regarding rates of utility companies 

Department of Education 2013-2015 40+ 7800+ Extensive statistics about nationwide colleges 

Department of Agriculture 2013 2 440k+ Listing of areas and nearby farmer’s market 

Department of Treasury 2013 100+ 27k+ Taxes filed nationwide and filing information 

Department of Defense 2010 30+ 940+ Defense military recruits enlisted 

3.2 Feature Selection  

Feature selection is defined as the election of the attributes that most closely represent the whole dataset 

fairly, even when other attributes are missing. Usually, feature selection is used for dimensionality reduction 

and pattern recognition in a dataset distribution [22]. 

The most prominent technique for dimensionality reduction is Principal Component Analysis (PCA), where 

the resultant features are the outcome of the mapping to the lower level space [22]. On the other hand, our 

intentions in this application are different since we aim to select a subset of the existing features rather than 

find a mapping to a new lower dimension. Principal Feature Analysis (PFA) [22] is an adaptation of PCA 

that allows the retention of previously existing features even after the reduction of dimensionality. As the 

first step of PFA, the covariance matrix is calculated from the original dataset such that each entry in the 

resulting matrix is defined as follows:  

𝜌𝑖𝑗 =
𝐸[𝑥𝑖𝑥𝑗]

𝐸[𝑥𝑖
2]𝐸[𝑥𝑗

2]
 

Next, we compute the principal components as in PCA and the eigenvalues of the covariance matrix. The 

retained variability must be established before choosing the subspace dimension. Then, we cluster the data 

using K-means and use the Euclidean distance to decide where each data point resides. Finally, for each 

cluster, obtain the corresponding feature that closely represent that cluster and consider this feature as a 

Principal Feature. The resulting is a list of the most relevant features. 

3.3 Data Imputation 

There is extensive research in the area of data imputation, and we can categorize data imputation techniques 

to: mean substitution, regression and K-Nearest Neighbor imputation. In mean substitution, we calculate the 

mean of all the values in the same feature and impute the result value in all missing cells. This technique is 

the fastest, but it imposes risk of introducing bias. Regression imputation utilizes the trend analysis of existing 

values and predicts the missing value based on the trend. This technique becomes expensive as the size of 

the dataset increases. In addition, it is mostly used to impute datasets that are missing values in a single 

feature. K-Nearest Neighbor (KNN) technique only considers k entities out of the whole dataset in imputing 

the missing value. Those k entities are usually chosen based on similarity to the entity with the missing value. 

Next, the values in the k entities are averaged, resulting in the imputed value.  

For the purposes of this research, we utilize KNN as it does not introduce the kind of bias that mean 

substitution introduces, nor is computationally expensive as regression. KNN algorithm can be generally 

used in multiple applications such as estimation, classification and imputation [18]. In the case of imputation, 

the choice of the number of nearest neighbors to consider is very critical. As a rule of thumb, it is preferred 

to consider 𝑘=√𝑛 where n is the number of entities in the dataset [18]. Considering √𝑛 entities as the nearest 

neighbors to reference when imputing missing data ensures that we only consider entities that are similar to 

the entity whose missing field we are trying to impute. 
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3.4 Clustering 

Since the beginning, our goal was to deliver a system that enables users to compare and differentiate cities 

and zones upon features of their selection. In order to provide that ability to distinguish between the different 

areas, clustering is utilized where areas are grouped based on similarity. Clustering is perfect for our dataset 

since it is used as part of unsupervised learning. In order to cluster, we need to select the “optimal” number 

of clusters desired. Choosing the optimal k is a broad research area where multiple techniques have been 

developed. The most famous yet is the Gap statistic [19]. In this approach, they utilize the within-cluster 

dispersion to decide the estimated number of clusters from a clustering algorithm’s results [19]. Where Dr is 

the sum of all data points in a cluster and Wk is the within-cluster sum of squares around the center of the 

cluster, we calculate Gap statistic as: 

𝐷𝑟 = ∑ 𝑑𝑖𝑖′

𝑖,𝑖′∈𝐶𝑟

, 𝑊𝑘 = ∑
1

2𝑛𝑟

𝑘

𝑟=1

𝐷𝑟 

𝐺𝑎𝑝𝑛(𝑘) = 𝐸𝑛
∗{log(𝑊𝑘)} − log(𝑊𝑘) 

We show how the Gap statistic optimizes the number of clusters in the following example. To cluster zones 

in El Paso, Texas, based on two features: number of tax returns and number of dependents, we first calculate 

the Gap statistic.  Estimating the number of clusters k over k = 2, 3, 4, 5, and 6, the result is shown on the 

left in figure 4 where the Gap value is high when k=3. As sown on the right in figure 4, clustering over 3 

groups gives a clear boundary to each group of zones within El Paso. 

After figuring out the best value for k for a specific configuration, we start the clustering process via k-means 

algorithm. In here, we employ the Lloyd’s algorithm which implements k-means iteratively to converges to 

local minimum in lowest amount of time: 

𝐶𝑘 = {𝑥𝑛:||𝑥𝑛 − 𝜇𝑘|| ≤ 𝑎𝑙𝑙||𝑥𝑛 − 𝜇𝑙||} 

𝜇𝑘 =
1

𝐶𝑘
∑ 𝑥𝑛

𝑥𝑛∈𝐶𝑘

 

The notation denotes that each cluster Ck is a set of points xn such that the distance from a mean is minimized. 

The symbol µk represents the mean of cluster k. 

 

Figure 4: Gap statistics results for k = 2, 3, 4, 5, 6 (left) and Sample date clustered based on number of tax 

returns and dependents (right). 

4 Evaluation and Results 
Cluster analysis is a broad science concerned with evaluating clustering technique and evaluating the optimal 

number of clusters. When evaluating clustering validity, three validation criteria can be explored. External 

criteria, which consider a pre-specified structure when evaluating outcomes of a clustering algorithm [17]. 
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Relative criteria, which evaluate a clustering algorithm’s results by comparting them to results from other 

clustering algorithms [17]. Internal criteria, evaluating the outcomes of a clustering based on a calculated 

value involving entities in the dataset within the evaluation process [17]. We will utilize internal criteria for 

cluster validity. 

For internal criteria, there are two main features that are considered when validating: compactness and 

separation. Compactness refers to ensuring the minimization of the distance among data points within a single 

cluster (e.g. variance can be used to calculate compactness) [3]. Separation criteria favors higher distances 

between cluster centers (i.e. distinct cluster assignments) [3]. We can calculate the separation among two 

clusters by measuring the distance between: the closest data points, the furthest data points, or the centers of 

the two clusters. This is referred to as single linkage, complete linkage, and comparison of centroids, 

respectively [3]. In order to evaluate internal criteria, multiple validation indices were introduced to evaluate 

the compactness and separation levels of clusters. 

In order to evaluate our clustering approach, involving the use of the Gap statistic as input to k-means 

clustering, we compare the recommended number of clusters provided by the Gap statistic with other internal 

criteria-validation indices. The goal of this evaluation is to detect how accurate the clustering is when the 

number of clusters is determined by the Gap statistic. This is done by comparing the estimated number of 

clusters with the results from the following indices: Silhouette index [15] [13], Calinski-Harabasz index [11] 

[4], Dunn index [11] [7] and Davis-Bouldin index [11] [13]. 

The experiment is divided into two categories: clustering over features elected by feature selection, and 

clustering over randomly chosen features. In the first, features are the most relevant representation of data; 

while in the second, selection is simulating user activity. The hope is to recognize that our approach performs 

well under both circumstances.  

The results of the experiments are shown in table 2 and figure 5. In the figure, results of validating clustering 

over randomly selected features are indicated in orange and feature selection results are in blue. Values 

presented are averaged out based on cross validation. Data was clustered into 2, 3, 4, 5, and 6 clusters 

respectively, where each time the value of the index is calculated. The results shown indicate a pattern of 

conformation among the indices. For example, when features are randomly collected, the recommended 

number of clusters by 3 of the 4 indices is 5 clusters. This value is the same value resulting from utilizing the 

Gap index in our approach. On the other hand, there is a slight misalignment between the validity metrics 

recommendation of optimal number of clusters when clustering using features selected by feature selection 

and the Gap statistic recommendation. In this case, the value recommended by the Gap statistic is 3 where 

none of the other indices recommend that value; however, the values recommended are close. Considering 

the results of our experiments, we conclude that the clustering technique and approach of the system is 

performing efficiently and yielding sufficient clustering. 

Table 2: Validation of clustering using internal validity indices vs Gap statistic. 

Validity metrics 

Feature selection  Features selected randomly 

Number of 
clusters 

Best value Number of clusters Best value 

Silhouette index  4 0.927 5 0.819 

Calinski-Harabasz index  6 2099.5 6 2328.2 

Dunn index  4 0.345 5 0.168  

Davis-Bouldin index  4 0.344 5 0.161 

Gap statistic  3 2.775 5 1.407  
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Figure 5: Cluster validation results using Silhouette index, Dunn index, Davis-Bouldin index and Calinski-

Harbaz index. 

4.1 Application Use Case Example 

A prospective college student is interested in attending a college in one of the largest 100 cities in the US but 

would like to know the ratio of college students to the general populations in these cities. Moreover, they 

would be interested in knowing how Orlando, FL ranks in that comparison and what are similar cities to 

Orlando considering these properties. 

Through OGDXplor, the student is able to provide the city name then specify the features she is interested 

in. Next, the system clusters the cities over the selected features and produce these two views to the user 

(shown in figure 6). 

In this case, the system identified five clusters considering the total number of undergraduate students and 

the number of tax returns (representing the general population). In figure 6 (left), we see that the city of 

Orlando is located somewhat in the middle cluster while Miami is located in the upper-right cluster. 
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Figure 6: System result when clustering over number of tax returns and total number of undergraduate 

students.  

5 Conclusion 
In this paper we presented OGDXplor, a system that utilizes open government data and machine learning in 

producing visualization of the cities and zones within the US. Regardless of the dataset’s weaknesses, we 

were able to tackle the challenges and chosen zip code information to be the distinctive key to each area. 

Feature selection enables the retention of the most relevant features, thus saving time and ensuring relevant 

results to the user. Finally, clustering was a big part of our approach in addition to utilizing Gap statistic to 

estimate the best possible number of clusters. In the end, the user can choose features they want to compare, 

choose the area and view charts and the map showing the grouping and comparing results. This system is 

helpful for multiple applications and of great help in the decision-making process. 
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