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Abstract. Gait is a kind of attractive biometric feature for human iden-
tification in recent decades. The view, clothing, carrying and other vari-
ations are always the challenges for gait recognition. One of the possible
solutions is the model based methods. In this paper, 3D pose is estimated
from 2D images are used as the feature for gait recognition. So gait can
be described by the motion of human body joints. Besides, the 3D pose
has better capacity for view variation than the 2D pose. Experimental
results also prove that in the paper. To improve the recognition rates,
LSTM and CNNs are employed to extract temporal and spatial fea-
tures. Compared with other model-based methods, the proposed one has
achieved much better performance and is comparable with appearance-
based ones. The experimental results show the proposed 3D pose based
method has unique advantages in large view variation. It will have great
potential with the development of pose estimation in future.
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1 Introduction

Gait as a kind of biometric feature has a great potential for human identification
at a distance. Compared with other kinds of biometric features such as finger-
print, iris, palmprint and face, gait has unique advantages like non-contact, hard
to fake. Therefore, gait recognition has attracted more and more attention in the
computer vision field. Although many creative works have been proposed on gait
recognition, it is still a challenge task due to view variation, clothing occlusion,
carrying bags which could reduce the recognition rate drastically.

There are mainly two kinds of methods for gait recognition: the appearance-
based methods and the model-based ones. The appearance based methods [20,
23,19, 16] usually extract appearance features from human silhouettes. The ap-
pearance based methods were popular in the pass decades for the efficiency of
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feature extraction. However, this kind of methods are easily affected by shape
changes like clothing and carrying bags. The recognition accuracy could also
drop rapidly when evaluated under clothing, carrying conditions. Another cat-
egory of methods is based on human models which employ modelling human
body and local movement patterns of different body parts. Many model-based
methods [14,13,11,22] employ static structures of body and motion. It is ev-
ident that the model-based methods can be insensitive to occlusions, clothing
changing and some other variations. But it was challenging to build an accurate
human model in the past. It mainly relies on markers attached on human bodies
or using special sensors to track body joints.

With the development of the pose estimation which can directly extract
human pose from images, gait recognition also benefited from that. There are
some pose-based gait recognition methods in the literature [8,3,9]. It can be
easily understood that human joints are insensitive under the carrying bags
and clothing conditions if the joints can be estimated accurately. Some pioneer
researchers have worked on gait recognition based one human pose. Liang et
al. [8] use skeleton data acquired from the Kinect sensors. Feng et al. [3] use
the human body joint heatmap as the feature for gait recognition. They feed
the joint heatmap of consecutive frames to Long Short Term Memory (LSTM)
to extract the gait features. Our prior work [9] proposed a 2D pose-based gait
recognition method and used the temporal-spatial network (PTSN) to extract
the gait feature. Different from the method in [9], 3D pose feature is used in the
proposed method. Experimental results also show that the 3D pose feature is
superior to 2D feature.

Our contributions in this paper are: (1) The 3D pose is estimated directly
from 2D images from one camera only, and camera calibration and special senors
and markers are not needed. (2) LSTM and CNNs are combined to capture
both temporal and spatial information from consecutive 3D pose. (3) Only one
uniform 3D pose model is needed which can handle view, carrying and clothing
variations.

The rest of the paper is organized as follows. Section 2 describes the proposed
3D pose model. Experiments and evaluation are presented in Section 3. The
section 4 conclude the conclusions.

2 3D Pose Feature Extraction

3D human pose contains more information than 2D [9]. Compared with 2D
pose [9], the pose information of our proposed method is in the three dimen-
sion, which is definitely beneficial to dealing with view problem. In addition,
we use the center loss rather than contrastive loss to constrain the gait feature,
which can reduce the complexity in the training process and improve the per-
formance of gait recognition. It is inherently view invariant because it is in a 3D
space. Given the 3D human model, the feature at any view can be synthesized
from the 3D model. The proposed method employs the 3D pose information esti-
mated from 2D images by CNN. It is inspired by the facial expression recognition
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Fig. 1: The framework of the proposed method.

method in [21]. We extract temporal features based on 3D pose from consecu-
tive frames by LSTM, and spatial features by CNN. A multiple loss strategy is
employed to enhance the gait feature extraction and improve recognition rates.
The framework of the proposed method is shown in Fig. 1.

2.1 3D Pose Estimation

Estimating a high accuracy 3D pose is a challenge because it can be cast as a non-
linear optimization problem [7]. Recently, Chen et al. [2] explore 3D human pose
estimation from single RGB image and it is straightforward to implement with
off-the-shelf 2D pose estimation systems and 3D mocap libraries. It outperforms
almost all state-of-the-art 3D pose estimation system, so we use it to obtain the
gait pose which contains 14 joints. The 14 joints are Nose, Neck, Right Shoulder,
Right Elbow, Right Wrist, Left Shoulder, Left Elbow, Left Wrist, Right Hip,
Right Knee, Right Ankle, Left Hip, Left Knee, Left Ankle, Right Eye, Left Eye,
Right Ear and Left Ear. Some gait RGB images and the correspondent 3D pose
are show in Fig. 2.

RGB Gait image 3D Pose

Fig.2: Some gait RGB images and the correspondent 3D pose estimated from
the RGB images.
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2.2 The Feature Learning

In the proposed architecture there are two networks. They are LSTM and CNNs
respectively. The size of the input data is N x42 where N stands for N consecutive
frames selected from a video and 17 body joints (each joint has its position with
(z,y,z). The consecutive poses can be considered as dynamic variation so we
implement LSTM as a temporal network to extract dynamic features from the
consecutive poses. Another network based on CNNs is constructed to extract
features from still poses. The dynamic features extracted by LSTM and the
spatial features by the CNNs are finally concatenated as our gait feature to
improve the recognition.

LSTM for temporal feature: Since that gait is the walking style and different
person has different gait. Gait can also be regarded as the dynamic motion of
different body joints in the temporal space. LSTM is a network which is good
at extracting features in the temporal domain. It contains self-connected mem-
ory units. It can improve long range contextual information of in the temporal
domain. So it is effective in capturing dynamic information. We put the joint
positions into a LSTM network to extract the temporal feature.

CNNs for spatial feature: A CNNs model is also designed in the proposed
method to extract the spatial information. we want to emphasis here that the
input of CNNs is the pose data which is the same with the one to LSTM. For
most CNNs based gait recognition methods, the input is 2D images which is
the appearance data. The input is a global representation of a gait sequence.
As illustrated in Table 2, we implemented ResNet [4] which add shortcut and
can help to extract deep global information. Then, the LSTM and CNNs are
fused to extract temporal and spatial gait features in a gait sequence. At last,
the temporal gait feature and the spatial one are concatenated as the feature.

2.3 Loss Functions

After the gait feature extraction by LSTM and CNNs, a multi-loss strategy is
involved to improve the recognition rate. For gait features, it is a great challenge
that intra-class is larger than inter-class sometimes. The softmax loss [12] can
help to enlarge the inter-class distance, and the center loss [15] is good at reducing
the intra-class distance. So the softmax loss and the center loss are fused to boost
our network.

Softmax loss Our networks can learn discriminant features under the super-
vision of the gait labels. The softmax loss could classify each gait pose into the
correspondent subject, and it also effectively to enlarge the inter-class distance.
It is defined as:
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where z; € R? is the ith feature that belongs to the y;th class. d, W € R4x"
and b € R? denote the feature dimension, last connected layer and bias term,
respectively.

Center Loss In gait recognition many challenges such as the view variation can
cause the recognition rate to drop drastically because the intra-class distance is
mostly greater than the inter one. The center loss is effective to reduce the
intra-class distance. It is defined as:

1 m
Lo = §ZI||:'CZ — Cy,
i=

where ¢,, € R? is the y;th class center of pose features. When the distance
between the pose and its correspondent center is large, it adds penalty so that
the intra-class can be reduced.

5 (2)

Fusion of loss functions To enlarge the inter-class distance and reduce the
intra-class one, the softmax lass and the center loss are fused. They are fused as
follows.

L=Ls+7Le (3)

where v is to balance the weight of two loss functions, and in our experiment
the ~ is set to value 0.005.

3 Experimental Results and Analysis

3.1 Dataset

CASIA-B gait dataset [18] is one of the largest public gait databases in this world,
and it contains 124 subjects captured from 11 views with the view range from
0° to 180° with 18° interval between two nearest views. The set of view angles
are {0°, 18°, ---, 180°}. There are 10 sequences for each subject, 6 sequences of
normal walking (NM), 2 sequences of walking with bag (BG) and 2 sequences of
walking with coat (CL). The CASIA-B dataset consists 13640 video sequences
and with 2 or 3 gait cycles in each sequence.

3.2 Implementation Details

The experimental setting of the proposed method is the same with those in [9)].
All the gait data including "nm”, "bg” and ”cl” are all involved. The first 62
subjects are put into the training set and the remaining 62 ones into the test
set. In the test set, the first 4 normal walking sequences of each subjects are put
into the gallery set and the others into the probe set as shown in Table 1.
According to our framework in Fig 1, the 3D pose is estimated from images
using the method in [2]. The 3D pose contains 14 joints. The height of the
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Table 1: Experimental setting on CASIA-B dataset.

Training Test

Gallery Set  |Probe Set
ID: 001-062 ID: 063-124  |ID: 063-124
NMO01-NMO06 SNMO01-NMO04 | NM05-NMO06
BG01-BG02, CL01-CL02 BG01-BG02, CL01-CL02

subjects in the images is not fixed because the distance between the subjects
and the camera is not fixed. So the human pose is normalized to a fixed size. To
be specifically, it is that the distance between the neck and the hip is normalized
to a fixed size.

The 3D pose joint data of train set are fed into the networks. The details
of our networks involving CNNs and LSTM are shown in Table 2 and Table 3
respectively.

Table 2: Implementation details of the CNN.

Number . . . Activation
Layers of filters Filter size Stride function
Conv.1 32 3x 3 1 P-ReLU
Conv.2 64 3x 3 1 P-ReLU
Pooling.1 N 2x 2 2 N
Conv.3 64 3x 3 1 P-ReLU
Conv.4 64 3x 3 1 P-ReLU
Eltwise.1 Sum operation between Pooling.1 and Conv.4
Conv.5 128 3x 3 1 P-ReLU
Pooling.2 N 2x 2 2 N
Conv.6 128 3x 3 1 P-ReLU
Conv.7 128 3x 3 1 P-ReLU
Eltwise.2 Sum operation between Pooling.2 and Conv.7
Conv.8 128 3x 3 1 P-ReLU
Conv.9 128 3x 3 1 P-ReLU
Eltwise.3 Sum operation between Eltwise.2 and Conv.9
Conv.10 128 3x 3 1 P-ReLU
FC.1 512 N N N

3.3 Impact of Temporal Network

The proposed method combines the LSTM and CNNs to extract temporal and
spatial features respectively. To evaluate the efficiency of the LSTM, experiments
are carried out with only CNNs with exactly the same train and set settings.
We compute the average recognition rates under the view variation, carrying
and clothing conditions. From the results shown in Fig. 3, we can find that
the proposed method outperforms the method with CNNs only. It shows the
efficiency of the temporal information by LSTM.
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Table 3: Implementation details of LSTM

Activation

Layers function
FC ReLU
FC ReLU
FC ReLU
FC ReLU

LSTM N

Average Recognition Rate with cross-view variation
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Fig. 3: The cross-view average recognition comparison between proposed and
only using CNNs model on CASIA-B dataset.

3.4 Comparisons with 2D Pose

Our prior work in [9], named as PTSN, is a 2D pose based gait recognition
method. Different from the 3D joint positions extracted from images, it is only
the 2D positions used in [9]. The proposed method is compared with PTSN
under the cross-view variations to evaluate that the 3D pose is more robust to
view variation. The experimental design of the proposed method is the same
with that of PTSN as shown in Table 1. Fig. 4 shows the recognition rates of
PTSN and the proposed method at each probe angle. It is clearly shown that the
proposed can achieve much better results especially when there is a larger view
variation. That means the proposed method is more robust to view variation.

3.5 Comparison with other Cross-view Methods

We compared the proposed method with some other sate-of-the-art works. They
are FD-VTM [10], RSVD-VTM [5], RPCA-VTM [23], R-VTM [6], GP+CCA [1],
C3A [17] and PTSN [9]. For the limitation of space, we only selected the results
of 54°, 90°, 126° probe angles. It is the same setting with that in [9]. The
experimental results are shown in Fig. 5.

We want to emphasize here that only the positions of 14 joint are taken as the
input. No other kinds of appearance based features are sent into the networks.
From the results, we can find that the proposed method performs well in large
view variation especially. The results also show that the proposed 3D model
owns advantages in handling cross-view condition.
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Fig. 4: Comparison between the 2D pose method PTSN [9] (blue lines) and the
proposed method (red lines).

4 Conclusions and Future Work

In this paper, we proposed a gait recognition method based on 3D body pose to
handle the cross-view variations. A 3D pose estimation method based on CNN
is used to estimate the position of human body joints. Then the positions in a
sequence can be sent to neural networks to train the networks. Since 3D pose
is used in the proposed method, the proposed method is more robust to view
variation and others. Experimental results also prove that. Even only the joint
positions are used for recognition, state-of-the-art recognition rates are achieved.

Human pose estimation is just improved greatly in these several years with
the progress of deep learning. We surely believe that the pose estimation will
achieve better performance in future. The work in the paper shows that 3D pose
can benefit gait recognition a lot. Gait recognition will be continually benefited
by the development of human pose estimation, human body modeling and related
topics.
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Fig.5: Comparing with existing methods at probe angles (a)54°, (b)90° and
(¢)126° on CASIA-B dataset. The gallery angles are the rest 10 angles except
the corresponding probe angle.
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