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1 Introduction

Hyperspectral image processing (HSIP) applications are becoming increasingly
common in important application areas such as surveillance [1], medical diag-
nostic [2], forensics [3], and remote sensing [4]. The utility of HSIP in these
fields stems from the high levels of spectral diversity and spectral resolution
that hyperspectral images provide compared to conventional image acquisition
approaches (e.g., see [5]). An HSIP application of fundamental importance is the
problem of image classification, which involves mapping each pixel into a set of
pre-determined classes.

The capability for data-driven, real-time processing of hyperspectral image
classification on resource-constrained platforms opens up the potential for many
novel applications. Prior work on HSIP system design has focused on systems
with loose resource constraints or without strong emphasis on data-driven adap-
tivity (e.g., see [6] [7]). In this work, we introduce a novel system for hyperspec-
tral image classification that integrates data-driven adaptivity with real-time,
resource-constrained processing.

The rest of the paper is organized as follows. Section II discusses related
techniques for scalable hyperspectral image classification and HSIP on resource-
constraint. Section III describes scalable hyperspectral image classification de-
sign and underlying deep neural network (DNN) architecture. Section IV pro-
vides an overview of experiment setup for the proposed system on specific resource-
constrained platform. Section V presents results of inference from selected hy-
perspectral remote sensing datasets with scalable DNN on the testing device.
Finally, section VI provides our conclusion on the proposed system and future
directions.

2 Related Work

Hyperspectral image (HSI) classification has becoming an important part of
HSIP, especially in the area of remote sensing, where different type of land
features need to be recognized from a long distance. Therefore classification
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accuracy dominates the field of HSI classification study, as seen in [8–10]. Most
recent HSIP studies focus on utilizing deep neural network (DNN) approach to
enhance classification accuracy, with commonly studied datasets, such as Indian
Pines, Pavia Center, Pavia Univerisity, and Salinas. Pixels in these datasets have
unique label that belongs to certain classes, such as asphalt, tiles, cornfield etc.
Many of the existing works have reported very high accuracy for these types of
classification tasks, as seen in [8–11]. On the other hand, achieving high relatively
high accuracy while ensuring accepatable throughput has drawn attend for HSIP
studies for real-time applciations. There has been various studies on the real-
time HSI classification stuides such as [6], which utilized specialized manycore
MPPA (Massively Parallel Processor Array) platform, or in [12] the proposed
real-time processing system is based on parallelized computation on GPU. In
this paper, we present a dynamic, scalable HSI classification system that utilizes
convolutional neural network on resource-constrained platforms. To the best of
our knowledge, there has not been any prior studies on scalable inference DNN
without using separate pre-trained models at run-time.

Previously in [13], the authors have successfully demonstrated the feasibility
of processing hyperspectral video stream on an Android device. However, the
application determines that the computational complexity of background sub-
traction algorithm can be efficiently executed with careful software design using
dataflow modeling. However, to accommodate classification tasks, more com-
putational intensive algorithms need to be carried out on resource-constrained
platforms for real-time.

3 Approach

The proposed system for hyperspectral image classification is designed to adap-
tively configure system complexity to maximize classification accuracy subject
to constraints on real-time performance and energy efficiency. The system is de-
signed using a convolutional neural network (CNN) structure that accepts as
input a variable number of hyperspectral input channels C1, C2, . . . , CN , and an
integer nc ∈ [1, N ]. The value of nc gives the number of input channels that is
to be used to classify image pixels; the value of nc can be varied dynamically by
the system in which the CNN is embedded. The ordering C1, C2, . . . , CN is inter-
preted as a priority list so that the set of channels used for a given classification
operation is {Ci | i ≤ nc}.

We refer to our proposed methods as the Variable Band approach for Image
Classification (VBIC). Our development of VBIC builds upon LDspectral, which
was originally developed as a software tool for design optimization of dynamic,
data-driven multispectral image processing systems [14], and has been extended
more recently with support for hyperspectral image processing [13]. LDspectral
in turn applies Lightweight Dataflow (LD), which is a compact set of application
programming interfaces and associated libraries for dataflow-based design and
implementation of embedded signal and information processing systems.
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The network architecture for the CNN is shown in Figure 1. The scalable
network we propose in this paper is based on the network proposed in [11]. Each
block in the network represents either the input/output to the network, or the
layers/operations in the scalable network at inference time. More specifically, the
input to the network is a three dimensional tensor with size N ×N × nc, where
N × N is the number of current pixel at (i, j) and its neighboring pixels from
the input hyperspectral image, and nc stands for number of selected spectral
bands, equivalent to the number of input channels to the network, selected from
the priority list C1, C2, . . . , CN , which is further generated by the band selection
algorithm. Output of the network is the label of current pixel at (i, j) to tell
which class it belongs to with corresponding probability.

Fig. 1. Example network architecture for scalable CNN at inference time for 4 different
number of spectral bands input. Figure was adapted from [11]

The convolutional layers used in the scalable CNN for VBIC are 3-D convo-
lutional layers. The label Convi_j means that the convolutional layer at stage
i and is the j-th layer at stage i, if applicable. ReLu is the rectified linear unit,
Sum is the summation of results from previous stage, and FC stands for the fully
connected layer before the final output. The dotted lines in the example figure 1
indicate that the connection between two layers are optional and determined at
run-time, depending on the number of input channels, which can be adjusted at
run-time.

The scalable aspect of the VBIC is illustrated by reusing existing pre-trained
networks for fewer input channels. When nc is smaller, it indicates that pro-
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cessing speed more important than classification accuracy, hence the VBIC will
reduce the number of parallel convolutional layers Convi_j being used corre-
spondingly to reduce the computational complexity at run-time for the inference.
When accuracy of VBIC is given more priority to the processing speed, then nc

will correspondingly increase and the number of number of parallel convolutional
layers Convi_j will also increase to ensure the maximum achievable accuracy un-
der given nc. For the example in Fig 1, when nc = 30, then only Conv2_1 and
Conv3_1 are being connected at run-time for inference. When nc = 60, Conv2_2
and Conv3_2 are added to the previously configured graph. When nc = 90,
Conv2_2 and Conv4_2 are further added to the previously configured graph. Fi-
nally, when nc = N , where N is the maximum possible number of spectral bands
in the given dataset, all convolutional layers are used at run-time for maximum
accuracy.

The dynamic aspect is also the main objective of VBIC. Unlike commonly
seen approaches for multi-configuration DNN implementation, VBIC only has
one set of parameters for the scalable CNN. At run-time the parallel convo-
lutional layers can be connected or disconnected without affecting other lay-
ers’ pre-trained weights. This is achieved by training the smallest network with
the minimum nc, and then as nc increases, more parallel convolutional layers
convi_j are added to the training without modifying existing weights. The ben-
efit of reusing existing weights is obvious: for resource-constrained platforms,
storage space is usually very limited. Storing multiple set of network parameters
on these platforms can result in the waste of valuable storage capacity which can
be used for storing other important data, such as intermediate results or other
features.

As nc increases from 1 to N , the accuracy can be expected to increase, while
the processing complexity (and hence the execution time and energy consump-
tion) also increases. Our novel approach to designing and training the CNN pro-
vides systematic optimization of this trade-off between image classification accu-
racy and processing complexity. Our approach employs the DDDAS paradigm as
an integrated part of the design and training process, thereby enabling dynamic-
data driven adaptation of the CNN structure based on changing constraints on
or priorities among real-time performance, energy consumption and accuracy.

4 Experiments

We demonstrate the proposed VBIC approach through experiments on an An-
droid mobile phone (OnePlus 7 pro), which we use as a platform for prototyp-
ing resource-constrained image processing applications. In the experiments, we
provide hyperspectral image input to the platform through flash storage. The
platform is equipped with an 8-core Qualcomm Snapdragon 855 CPU, 12 GB of
RAM, and 256 GB storage.

We evaluate our VBIC-based Android implementation using a number of
commonly used datasets in remote sensing: Indian Pines and Pavia University.
The Indian Pines dataset [15] has 145× 145 pixels and 224 spectral bands with
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wavelength ranging from 400 - 2500 nanometers(nm). The pixels are categorized
into 16 classes. The Pavia University dataset has 610× 610 pixels classified into
9 classes, and 103 spectral bands with spectral coverage of 430 - 860 nanometers
(nm).

The VBIC network is trained in PyTorch. The network training is divided into
4 stages: Firstly the networks are trained with nc = 30 and the first 30 bands with
highest priority from the priority list C1, C2, . . . , CN are selected. Only Conv2_1
and Conv3_1 are used for this stage of training. Secondly, nc is increased to 60
and the first 60 spectral bands are selected from the priority list. Conv2_2 and
Conv3_2 are added to the network training and the previously trained weights
are fixed during backward propagation. Thirdly, nc is further adjusted to 90 and
Conv2_3 and Conv3_3 are again added to the network training. Same as previous
stage, all existing weights are fixed during the new stage of training. Finally, nc

is set to be N to enable all spectral bands being involved during final training
stage, and layers Conv2_4 and Conv3_4 are added to the network graph from
stage three for training without changing previously trained weights for all other
layers.

All networks are trained with input 3-D patch size of 7×7×nc, batch size of
40, and weight decay of 0.01 for all the layers. The training algorithm used for all
networks is AdaGrad [16], same as the algorithm used in baseline network [11].
The datasets are divided into training set and testing set. Training dataset set
contains 80% of pixels from each class, and the rest 20% of pixels are used for
inference. More details on the experiments and present results that demonstrate
the utility of VBIC in enabling dynamic data-driven processing of hyperspectral
image streams on resource-constrained platforms are shown in the section 5.

5 Results

In this section we present the experiment results for VBIC with the Pavia Uni-
verisity dataset and Indian Pines dataset.

Table 1. Model size and overall accuracy comparison for VBIC with different number
of spectral bands input under two datasets

Dataset
Pavia University Indian Pines

nc Model size Overall accuracy Model size Overall accuracy
30 18,042 88.01% 27,009 76.98%
60 45,210 93.64% 72,097 92.83%
90 73,402 95.58% 118,209 95.66%

Maximum 89,306 95.55% 284,897 96.98%
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Table 1 shows the model size and overall accuracy for the VBIC under four
different values for nc = {30, 60, 90,Maximum}. The model size increases as the
number of input channels increase to the VBIC. As expected, VBIC exhibits
highest accuracy when using the maximum number of spectral bands. Although
the overall accuracy for nc = 30 is below 90% for both datasets, it is worth
noting that the model sizes are significantly smaller than model sizes with larger
nc. This helps demonstrated the effectiveness of the trade-off between model size
and overall accuracy when the scalable CNN method is employed in VBIC, while
also justify the usage of fewer number of spectral bands on resource-constrained
platforms when the memory usage is the primary concern for the user’s use case.
Figure 3 illustrates the model size and overall accuracy for different nc under
two datasets used.
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Fig. 2. Model size and overall accuracy comparison for VBIC under different number
of nc with Pavia University of Indian Pines datasets

Another important aspect for the inference of HSI classification is the through-
put of the system, which is particularly important for a dynamic system like
VBIC. To demonstrate its scalability at run-time and advantages when using
different number of spectral bands nc, we present the inference speed in Table 2

Inference of VBIC under each nc is repeated 20 times for the same dataset.
The average inference throughput and its standard deviation are recorded in
Table 2.
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Table 2. Inference Throughput comparison for VBIC with different number of spectral
bands input under two datasets

Dataset
Pavia University Indian Pines

nc Throughput (it/s) Standard deviation (it/s) Throughput (it/s) Standard deviation (it/s)
30
60
90

Maximum
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Fig. 3. Throughput comparison for VBIC under different number of nc with Pavia
University of Indian Pines datasets

6 Conclusion

In this paper, we have developed new scalable CNN inference methods VBIC
for hyperspectral image classification on resource-constrained platforms. Using
these methods, we have prototyped an novel system for convolutional neural
network inference on embedded systems, conducted experiments using the pro-
posed systems, and demonstrated the dynamicness and adaptiveness of pro-
posed systems. Future directions include more compact network design without
adding/removing network layers at inference time by adjusting number of filters
in each convolutional layer, exploration of embedded device GPU and dedicated
artificial intelligence accelerator e.g. the DSP on Qualcomm mobile CPUs and
Qualcomm Hexagon tensor accelerator to further improve the system through-
put, and incorporate VBIC into LDspectral framework completely to further
expand the practicality of our proposed system.
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